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## Switching Models and Dynamics with Delay
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> More often than not, delay (or memory) is ubiquitous and inevitable in the real world. To deal with more realistic situation, efforts have also been devoted to the development of dynamic models that take the influence of past history into consideration

> Hence, dynamics with delay (or memory) have also been studied extensively.
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Let $X(t)$ satisfy the following stochastic functional differential equation with infinite delay
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\end{equation*}
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Put

$$
\Omega_{2}=\{\omega \mid \omega:[0, \infty) \rightarrow \mathbb{S} \text { is right continuous with left limit }\}
$$

endowed with Skorokhod topology and a probability measure $\mathbb{P}_{2}$ so that the coordinate process $\Lambda(t, \omega)=\omega(t), t \geq 0$, is a continuous time Markov chain with the generator $Q=\left(q_{k l}\right)$.
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$$

endowed with Skorokhod topology and a probability measure $\mathbb{P}_{2}$ so that the coordinate process $\Lambda(t, \omega)=\omega(t), t \geq 0$, is a continuous time Markov chain with the generator $Q=\left(q_{k l}\right)$.
Then, let

$$
(\Omega, \mathcal{F}, \mathbb{P})=\left(\Omega_{1} \times \Omega_{2}, \mathscr{B}\left(\Omega_{1}\right) \times \mathscr{B}\left(\Omega_{2}\right), \mathbb{P}_{1} \times \mathbb{P}_{2}\right)
$$

## Construction of a Coupling Process

In order to study the convergence and exponential ergodicity in Wasserstein metric for the processes determined by the system (1) and (2). We will construct a coupling process $\left(X(t), Y(t), \Lambda(t), \Lambda^{\prime}(t)\right)$ for two copies $(X(t), \Lambda(t))$ and $\left(Y(t), \Lambda^{\prime}(t)\right)$ of the solution to the system (1) and (2)

To do so, we first construct the so-called basic coupling of the Markov chains $\Lambda(t)$ and $\Lambda^{\prime}(t)$, then construct a combination of the independent coupling and basic coupling of $X(t)$ and $Y(t)$.

Note that we need to construct the coupling for $X(t)$ and $Y(t)$ by means of stochastic functional differential equations since they have no good
generators.
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Note that we need to construct the coupling for $X(t)$ and $Y(t)$ by means of stochastic functional differential equations since they have no good generators.

## The Basic Coupling of $\Lambda(t)$ and $\Lambda^{\prime}(t)$

Let the coupling process $\left\{\left(\Lambda(t), \Lambda^{\prime}(t)\right)\right\}$ be the Markov chain with phase space $\mathbb{S} \times \mathbb{S}$ and basic coupling operator (see Chen (2004))

$$
\begin{align*}
\Omega f(k, l)= & \sum_{m}\left(q_{k m}-q_{l m}\right)^{+}(f(m, l)-f(k, l)) \\
& +\sum_{m}\left(q_{l m}-q_{k m}\right)^{+}(f(k, m)-f(k, l))  \tag{7}\\
& +\sum_{m}^{m} q_{k m} \wedge q_{l m}(f(m, m)-f(k, l))
\end{align*}
$$

where $f$ is a bounded function on $\mathbb{S} \times \mathbb{S}$.
Define the coupling time
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Define the coupling time

$$
S=\inf \left\{t \geq 0: \Lambda(t)=\Lambda^{\prime}(t)\right\}
$$

then $\{\Lambda(t)\}$ and $\left\{\Lambda^{\prime}(t)\right\}$ will move together from $S$ onward.

## The Coupling $X(t)$ and $Y(t)$

For $\varphi, \psi \in C_{r}$ and $k, l \in \mathbb{S}$, set two $2 d \times 2 d$ matrices as follows:

$$
\sigma(\varphi, \psi, k, l)=\left(\begin{array}{cc}
\sigma(\varphi, k) & 0 \\
0 & \sigma(\psi, l)
\end{array}\right), \sigma(\varphi, \psi, k)=\left(\begin{array}{cc}
\sigma(\varphi, k) & 0 \\
\sigma(\psi, k) & 0
\end{array}\right) .
$$

Moreover, using the coupling time $S$ of $\Lambda(t)$ and $\Lambda^{\prime}(t)$, set

Let the coupling process $(X(t), Y(t))$ satisfy
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where $\widetilde{W}(t)$ is a $2 d$-dimensional Brownian motion independent of $\left(\Lambda(t), \Lambda^{\prime}(t)\right)$.

## Explanation on the Coupling $X(t)$ and $Y(t)$

## Since
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so $(X(t), Y(t))$ determined by equation (8) is the independent coupling on $[0, S)$ and the basic coupling on $[S, \infty)$ of $X(t)$ and $Y(t)$, where $S$ is the coupling time of $\Lambda(t)$ and $\Lambda^{\prime}(t)$.

Namely, before $\Lambda(t)$ and $\Lambda^{\prime}(t)$ are coupled together, $X(t)$ and $Y(t)$ run independently, whereas from $S$ onward, $X(t)$ and $Y(t)$ couple each other in the basic coupling manner
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## The Coupling $(X(t), \Lambda(t)$ and Itself

For the coupling process $\left(X(t), Y(t), \Lambda(t), \Lambda^{\prime}(t)\right)$ determined by system (7) and (8), we have the following observation.
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## Convergence and Boundedness of $X(t)$

By virtue of the above coupling, we can prove the following convergence and boundedness results for $X(t)$.

## Theorem 4

Suppose (A1)-(A4) hold. Then there exist constants $C, \lambda>0$ such that for each $\varphi, \psi \in C_{r}, k \in \mathbb{S}$, and any $t>0$,
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## Theorem 5

Suppose (A1)-(A4) hold. Then there exists constant $C>0$ such that for each $\varphi \in C_{r}$ and $k \in \mathbb{S}$,

$$
\sup _{t \geq 0} \mathbb{E}\left|X^{\varphi, k}(t)\right|^{2} \leq C\left(1+\|\varphi\|_{r}^{2}\right)
$$

## Convergence of Boundedness $X_{t}$

Furthermore, by virtue of the above coupling, the two previous theorems and Lemma 2, we can prove the following convergence and boundedness results for the segment process $X_{t}$.
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## Convergence of Boundedness $X_{t}$

Furthermore, by virtue of the above coupling, the two previous theorems and Lemma 2, we can prove the following convergence and boundedness results for the segment process $X_{t}$.
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Suppose (A1)-(A4) hold. Then there exist constants $C, \lambda>0$ such that for each $\varphi, \psi \in C_{r}, k \in \mathbb{S}$, and any $t>0$,
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## Convergence of Boundedness $X_{t}$

Furthermore, by virtue of the above coupling, the two previous theorems and Lemma 2, we can prove the following convergence and boundedness results for the segment process $X_{t}$.

## Theorem 6

Suppose (A1)-(A4) hold. Then there exist constants $C, \lambda>0$ such that for each $\varphi, \psi \in C_{r}, k \in \mathbb{S}$, and any $t>0$,

$$
\mathbb{E}\left\|X_{t}^{\varphi, k}-X_{t}^{\psi, k}\right\|_{r}^{2} \leq C e^{-\lambda t}\|\varphi-\psi\|_{r}^{2}
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## Theorem 7

Suppose (A1)-(A4) hold. Then there exists constant $C>0$ such that for all $\varphi \in C_{r}$ and $k \in \mathbb{S}$,

$$
\sup _{t \geq 0} \mathbb{E}\left\|X_{t}^{\varphi, k}\right\|_{r}^{2} \leq C\left(1+\|\psi\|_{r}^{2}\right)
$$

## Wasserstein Metric

Set $E=C_{r} \times \mathbb{S}$. define a distance $d$ on $E$ :

$$
d((\varphi, k),(\psi, l)):=\|\varphi-\psi\|_{r}+\ell(k, l), \quad(\varphi, k),(\psi, l) \in E
$$

where $\ell$ is the discrete distance on $S$. Thus, $(E, d(\cdots))$ is a polish space.
Then, as in Chen (2004) we can define the Wasserstein metric between two probability measures $\mu, \nu \in \mathcal{P}(E)$ as follows:

where $\mathscr{C}(\mu, \nu)$ is the set of all coupling probability measures on $E \times E$ with marginals $\mu$ and $\nu$.
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$$
d((\varphi, k),(\psi, l)):=\|\varphi-\psi\|_{r}+\ell(k, l), \quad(\varphi, k),(\psi, l) \in E
$$

where $\ell$ is the discrete distance on $S$. Thus, $(E, d(\cdot, \cdot))$ is a polish space.
Then, as in Chen (2004) we can define the Wasserstein metric between two probability measures $\mu, \nu \in \mathcal{P}(E)$ as follows:

$$
\mathcal{W}(\mu, \nu)=\inf _{\varrho \in \mathscr{C}(\mu, \nu)} \int_{E \times E} d((\varphi, k),(\psi, l)) \varrho(\mathrm{d} \varphi \times \mathrm{d}\{k\}, \mathrm{d} \psi \times \mathrm{d}\{l\})
$$

where $\mathscr{C}(\mu, \nu)$ is the set of all coupling probability measures on $E \times E$ with marginals $\mu$ and $\nu$.

## Feller Property of $\left(X_{t}, \Lambda(t)\right)$

We now consider the Markov process $\left(X_{t}^{\varphi, k}, \Lambda^{k}(t)\right)$ on the Polish space $(E, d)$. Let $P_{t}((\phi, k), A)$ denote its transition probability. For the existence of invariant measure, we need to prove the Feller property for $\left(X_{t}, \Lambda(t)\right)$.

## Proposition 8

Under (A1)-(A3), the process $\left(X_{t}^{\varphi, k}, \Lambda^{k}(t)\right)_{t \geq 0}$ has the Feller property.

For a later use, put

where $\left(\varphi_{1}, k_{1}\right) \in E$ is arbitrarily given. This space does not depend on the choice of the point $\left(\varphi_{1}, k_{1}\right)$.
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## Proposition 8

Under (A1)-(A3), the process $\left(X_{t}^{\varphi, k}, \Lambda^{k}(t)\right)_{t \geq 0}$ has the Feller property.

For a later use, put

$$
\mathcal{P}_{1}(E):=\left\{\mu \in \mathcal{P}(E) ; \int_{E} d\left((\varphi, k),\left(\varphi_{1}, k_{1}\right) \mu(\mathrm{d} \varphi \times \mathrm{d}\{k\})<\infty\right\},\right.
$$

where $\left(\varphi_{1}, k_{1}\right) \in E$ is arbitrarily given. This space does not depend on the choice of the point $\left(\varphi_{1}, k_{1}\right)$.

## Exponential Ergodicity of $\left(X_{t}, \Lambda(t)\right)$

Finally, by virtue of estimating the coupling time $S$, and using the coupling constructed by system system (7) and (8), Theorems 6 and 7 , we can prove the exponential ergodicity for $\left(X_{t}^{\varphi, k}, \Lambda^{k}(t)\right)$.

## Theorem 9

Under assumptions (A1)-(A4), the process $\left(X_{p}, k, \Lambda^{k}(t)\right)_{t>0}$ admits a unique invariant measure $\pi \in \mathcal{P}_{1}(E)$ and the transition probability $P_{t}((\varphi, k), \cdot)$ converges to it exponentially in the Wasserstein metric. That is, there exist constants $C, \kappa>0$ such that for each $(\varphi, k) \in E$,
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## Exponential Ergodicity of $\left(X_{t}, \Lambda(t)\right)$

Finally, by virtue of estimating the coupling time $S$, and using the coupling constructed by system system (7) and (8), Theorems 6 and 7 , we can prove the exponential ergodicity for $\left(X_{t}^{\varphi, k}, \Lambda^{k}(t)\right)$.

## Theorem 9

Under assumptions (A1)-(A4), the process $\left(X_{t}^{\varphi, k}, \Lambda^{k}(t)\right)_{t \geq 0}$ admits a unique invariant measure $\pi \in \mathcal{P}_{1}(E)$ and the transition probability $P_{t}((\varphi, k), \cdot)$ converges to it exponentially in the Wasserstein metric. That is, there exist constants $C, \kappa>0$ such that for each $(\varphi, k) \in E$,

$$
\mathcal{W}\left(P_{t}((\varphi, k), \cdot), \pi\right) \leq C\left(1+\|\varphi\|_{r}+\int_{E}\|\psi\|_{r} \pi(\mathrm{~d} \psi \times \mathrm{d}\{l\})\right) e^{-\kappa t}
$$
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## QED
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